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Abstract.

We present a new one-dimensional parameterization of gravity drainage

implemented in an all-new thermodynamic component of the Los Alamos

Sea Ice Model (CICE), based on mushy layer theory. We solve a set of cou-

pled, nonlinear equations for sea-ice temperature (enthalpy) and salinity us-

ing an implicit Jacobian-free Newton-Krylov method. Time resolved obser-

vations of gravity drainage show two modes of desalination during growth.

Rapid drainage occurs in a thin region just above the ice/ocean interface while

slower drainage occurs throughout the ice. Parameterizations are designed

to represent each of these modes and work simultaneously. Near the inter-

face, desalination occurs primarily via the fast drainage, while slow drainage

continues to desalinate ice above the interface. The rapid desalination is con-

vectively driven and is parameterized based on a consideration of flow driven

upward within the mush and downward in chimneys, modified by the Rayleigh

number. The slow desalination is represented as a simple relaxation of bulk

salinity to a value based on a critical porosity for sea-ice permeability. It is

shown that these parameterizations can adequately reproduce observational

data from laboratory experiments and field measurements.
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1. Introduction

Sea ice, the frozen surface of high latitude seas, is not entirely fresh but is composed

of pockets and networks of brine surrounded by fresh ice. The brine is not fixed in the

sea ice; brine inclusions expand and contract as the temperature of the ice changes and

the fresh ice surrounding the brine network melts and refreezes. Channels form within

the ice-brine material, through which a number of processes move the brine around and

change the properties of the sea ice. The brine also harbors a rich variety of living

organisms whose existence in the ice is enabled by the transport of nutrients into the ice

with seawater through the brine network.

The vertical salinity profile of sea ice changes shape during the first year, from a ‘C’

shape with higher salinities at the top and the bottom than in the interior, to a profile

characteristic of multiyear ice, with much fresher ice near the top surface and less salt

content overall. The salinity structure of the ice impacts directly on heat conduction,

melt/freeze rates and strength, and indirectly through the effect of the sea-ice biology

(changing albedo for example). As the seasonal ice fraction of the Arctic ice pack increases

[Maslanik et al., 2007; Comiso, 2012], the representation of the early evolution of the sea-

ice salinity profile becomes more important in models. In the Southern Hemisphere, where

the pack ice already is largely seasonal, such a representation will improve simulations of

global and regional climate.

The goal of this paper is to develop a sea-ice model with prognostic salinity for global

climate modeling, in which horizontal grid scales are typically greater than 1 km. The

microstructure and sub grid-scale heterogeneity of the ice cannot be explicitly modeled

c©2013 American Geophysical Union. All Rights Reserved.
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at such scales while remaining computationally tractable. We develop a vertical one-

dimensional parameterization meant to represent the relevant processes without account-

ing for details of the microphysics.

Recent work using mushy layer theory [Notz and Worster , 2009] has shown that all the

salt in freezing seawater is initially incorporated into the ice-brine structure and that sea

ice desalinates after formation. Two main processes desalinate sea ice. The first process

is gravity drainage [Untersteiner , 1968], which is the draining of brine from sea ice by

convection caused by an unstable brine density profile. This unstable profile is generated

by the temperature profile present in forming sea ice. The second process is flushing,

which occurs when temperatures rise and the upper surface of the ice and snow start

melting. This generates melt water that can percolate through the sea ice and replace the

salty brine by flushing it out to the ocean, thus lowering the bulk salinity. While flushing

is also driven gravitationally it is not referred to as gravity drainage. In this paper we

concentrate on gravity drainage, because flushing models already exist [e.g. Vancoppenolle

et al., 2007; Jeffery et al., 2011]. Both gravity drainage and flushing depend critically on

the vertical distribution of salinity and permeability in sea ice, but observations needed

to guide and evaluate these process parameterizations are sparse.

During sea-ice formation the upper surface of the sea ice is colder than the base and

a temperature gradient exists in the ice. In the colder, upper ice, the brine inclusions

partially freeze, concentrating their brine and leading to an unstable density stratification.

The brine undergoes convective overturning, with saltier brine being replaced with less

salty ocean water. Downward flowing brine causes dissolution of the ice crystal matrix and

the formation of brine channels through which downward flow is concentrated. Upward

c©2013 American Geophysical Union. All Rights Reserved.
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flow continues to be through mush [Worster , 1997]. This process has been studied for

some time and has been modeled as mush Rayleigh convection, where convection occurs

when the Rayleigh number of the ice-brine mush exceeds some critical value [Worster ,

1992a]. This critical value will typically depend on temperature, salinity and the freezing

rate as well as other factors [Worster , 1992b]. The mush Rayleigh number, Ra, is given

by

Ra =
gΔρΠh

κη
(1)

where g is the gravitational constant, Δρ is the brine density difference across the mush,

Π is some representative permeability of the mush, h is a length scale such as the thickness

of the mush, κ is the thermal diffusivity of the brine and η is the dynamic viscosity of the

brine.

Models that prognose sea-ice salinity and represent gravity drainage have been devel-

oped, but only recently are these beginning to appear in large-scale models. Based on

measurements from Cox and Weeks [1975], Cox and Weeks [1988] were the first to de-

sign an empirical parameterization of gravity drainage. They introduced a drainage rate

proportional to the vertical temperature gradient when the liquid fraction φ > 0.05,

ΔSi

Δt
= (A− Bφ)

ΔT

Δz
, (2)

where A and B are empirically fit parameters. They did not allow drainage to occur

above impermeable layers. Vancoppenolle et al. [2007] used a modified version of this pa-

rameterization in their simulations of the landfast sea ice near Barrow, Alaska. A simpler

gravity-drainage model was incorporated into the sea-ice model LIM [Vancoppenolle et

al., 2009a, b]: the only state variable is vertically averaged bulk salinity per category; the

c©2013 American Geophysical Union. All Rights Reserved.
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vertical salinity profile is isohaline at high average bulk salinities and linear with zero at

the upper surface for lower salinities. The gravity-drainage rate is a simple relaxation to

5 ppt with a timescale of 20 days. In 2010, Vancoppenolle et al. developed a gravity-

drainage model featuring a diffusion operator, with a diffusivity that varies based on the

critical mush Rayleigh number. Below Rac = 10, the diffusivity of salt is taken to be

the molecular diffusivity; above 10, the diffusivity is 1000 times larger. A tanh function

smooths the transition between those two states. When the ice is impermeable (φ < 0.05),

diffusion is zero.

Jeffery et al. [2011] looked at gravity-drainage parameterizations for passive tracers

rather than salinity. They modeled gravity drainage as an enhanced diffusion of salt

using two alternative formulations for the effective salt diffusivity. The first increased the

molecular diffusivity by an order of magnitude while the second used mixing length theory

to derive an enhanced salt diffusivity. The Jeffery et al. [2011] vertical transport model

for tracers (including salt) is implemented in CICE using the original thermodynamics of

Bitz and Lipscomb [1999].

The present model incorporates an entirely new “mushy layer” thermodynamics formu-

lation with fully implicit, tightly coupled temperature and salinity equations into CICE,

as described in section 3. Mushy layer theory represents a liquid-solid mixture (“mush”)

as a continuum by averaging separate equations for the liquid and solid constituents. The

theoretical framework has been described in the sea ice context by Feltham et al. [2006]

and Hunke et al. [2011], for example. We base a new parameterization of gravity drainage

on behavior observed both in the field and in laboratory experiments [Notz , 2005; Notz

and Worster , 2008], using mushy layer theory as a foundation. The laboratory and field

c©2013 American Geophysical Union. All Rights Reserved.
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measurements indicate that sea ice initially desalinates in two stages, beginning with an

initial burst and then continuing to drain slowly. A similar gravity drainage parameter-

ization has been developed simultaneously to the work presented here by Griewank and

Notz [2011].

The paper is organized as follows. In section 2 we describe the field and laboratory

experiments. In section 3 we develop a dual mode parameterization of gravity drainage

within a mushy layer formulation. Section 4 compares simulation results with the new

thermodynamic model to the data, followed by a discussion of the model results in section

5.

2. Observations

We use the laboratory and field measurements of Notz [2005] and Notz and Worster

[2008] to guide our development of a gravity-drainage parameterization. These observa-

tions make use of an instrument capable of measuring the temporal evolution of bulk

salinity at various depths within sea ice as it forms. The instrument consists of 14 pairs

of platinum wires placed at various depths within the ice (6, 11, 18.5, 26, 36, 46, 56, 66,

81, 96, 111, 131, 151 and 171mm below the upper ice surface). The electrical impedance

is measured between the pairs and is used to infer the liquid fraction of the ice. The in-

strument also has a series of thermistors at the same depths as the wire pairs that record

temperature, which is converted to brine salinity using a liquidus relation. With the

measured liquid fraction and brine salinity, bulk salinity may be inferred. Although the

instrument itself may influence the microstructure, estimates of bulk salinity as measured

by the instrument agree well with theoretical estimates from mushy layer theory [Notz ,

2005; Notz et al., 2005].

c©2013 American Geophysical Union. All Rights Reserved.
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The first set of observations comes from a tank experiment [Notz , 2005] where salt water

initially at a temperature of −1◦C and salinity of 34 ppt is cooled from above at −10◦C by

a metal cooling plate. Bulk salinity, liquid fraction and temperature were recorded for 48

hours after the experiment began and ice started forming. The second set of experiments

come from fieldwork in Adventfjorden in Spitsbergen during the winter of 2005 [Notz and

Worster , 2008]. A 1×1 m hole was cut into existing sea ice and the instrument positioned

in the water. The open water froze and bulk salinity was recorded. After ∼ 140 hours the

ice was removed from the hole and the measurements repeated for a further ∼ 90 hours

as the open water refroze for a second time. In this way two periods of ice growth were

recorded.

Figure 1a shows bulk salinity versus time recorded during the tank experiment and

fieldwork respectively. The curves have been shifted in time so the origin of each curve is

the time the growing ice/water interface first reached that particular depth as determined

from the liquid fraction measurements at that depth. The legend underneath figure 1a

gives the color scheme used for all the plots in this paper showing results for the individual

depths recorded by the instrument. The drainage clearly has two distinct modes. For all

but the top two sensors, as ice first forms at a particular depth the drainage rate is initially

rapid and the bulk salinity drops from its initial value to ∼ 20 ppt in a few hours. This

process of rapid drainage near the ice base has been observed by Niedrauer and Martin

[1979]. Drainage then proceeds at a much slower rate. The top two sensors show unusual

desalination behavior possibly caused by the very fast growth rate of the ice as it reached

these sensors. This fast growth is likely to have led to structural inhomogeneities in the

c©2013 American Geophysical Union. All Rights Reserved.
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ice that caused difficulties for the derivation of bulk salinity from the raw data which

depends on the precise determination of ice formation at a certain wire pair.

These two distinct modes of drainage are also visible in figure 1b where the drainage

rate is plotted against liquid fraction. Again, the drainage rate is very high at early times

when liquid fraction is high, but slows to a lower rate, with only a weak dependence

on liquid fraction, until very low liquid fractions are reached. This behavior has been

observed before [Weeks and Lee, 1958; Nakawo and Sinha, 1981]. Similar behavior is

apparent for the fieldwork (figure 2), which also exhibits two modes.

Figure 1c and figure 2c show the drainage rate for the experiment and first period of

fieldwork respectively versus the permeability of the sea ice, Π, as calculated by the for-

mula of Freitag [1999]: Π = 10−17 [103φ]
3.1
. The data has been divided by a permeability

value of 5× 10−9m2 for the experimental data and by 5× 10−10m2 for the fieldwork data

into two groups representing the rapid drainage mode (in blue) and the slow drainage

mode (in red). These values of permeability were chosen for illustration in these figures

and are not used later.

Figure 1d and 2d show drainage rate versus mush Rayleigh number for the slow drainage

mode, as shown by the red lines in figures 1c and 2c. The mush Rayleigh number is

calculated from equation 1 using the permeability equation of Freitag [1999] for Π. Slow

drainage appears to occur even though the Rayleigh number is below the canonical critical

value of around 10. In fact, for this drainage there is no apparent cutoff in drainage rate

at a particular Rayleigh number. However, the upper limit of this mode of drainage does

occur at a Rayleigh number of order 10, suggesting that this value does regulate the rapid

drainage mode.

c©2013 American Geophysical Union. All Rights Reserved.
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3. Mushy Layer Formulation

The structure of sea ice consists of microscopic brine inclusions surrounded by a fresh

ice crystal matrix. A popular method for describing this type of structure is called mushy

layer theory [e.g. Worster , 1992a; Feltham et al., 2006; Hunke et al., 2011]. In mushy

layer theory separate equations for the brine and ice matrix are averaged over a region to

make a continuum model. The region is large enough to capture a representative sample

of brine pockets and ice matrix, yet small enough that the region has a single porosity.

Conservation equations can be formulated and solved for the mush enthalpy and bulk

salinity. The ice temperature is then determined from the enthalpy and bulk salinity. The

vertical heat conservation equation is given by

∂q

∂t
+ vz

∂qbr
∂z

=
∂

∂z

(
K

∂T

∂z

)
+ Fswabs, (3)

where the second term on the left hand side represents the vertical advection of heat by the

flow of brine through the mush, the first term on the right hand side represents conduction

of heat, and the second term on the right hand side represents the absorbed shortwave

radiation. q is the enthalpy of the mush (the negative of the energy required to raise the

temperature of the mush to 0◦C and melt any ice), t is time, T is the temperature of the

mush in ◦C, K is the thermal conductivity of the mush, vz is the upwards vertical Darcy

velocity for flow through the mush, qbr is the brine enthalpy, and z is the vertical position

in the ice, zero being at the lower ice surface and increasing upward. Simultaneously with

the heat conservation equation we solve a salt conservation equation:

∂S

∂t
+ vz

∂Sbr

∂z
=

∂S

∂t

∣∣∣∣∣
slow

(4)

c©2013 American Geophysical Union. All Rights Reserved.
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where S is the bulk salinity and Sbr is the brine salinity. The second term on the left

represents the advection of salt by a vertical flow of brine through the mush, while the

term on the right represents sources or sinks of bulk salinity.

Properties for the mush are then determined from a volume average of individual prop-

erties for the ice and for the brine. If χi is the value of a property for the ice in some

region and χbr is the value of that property for the brine in that region, then the value of

the property for the mush, χ, in the region is

χ = φχbr + (1− φ)χi (5)

where φ is the volume fraction of brine in the mush. Thus the average salinity of the ice

and brine in the mush, termed bulk salinity, S, is related to the salinities of the ice, Si,

and brine, Sbr, by

S = φSbr + (1− φ)Si. (6)

The ice matrix, however, is almost fresh and we take Si = 0, which means

φ =
S

Sbr

. (7)

Neglecting gas inclusions, φ is a measure of the sea-ice porosity.

We assume that the density of ice and brine is the same except where the density

difference generates a buoyancy force during gravity drainage. This is why no densities

appear in equation 6. Therefore we neglect brine expulsion due to expansion of ice during

freezing, an assumption justified by Notz and Worster [2009], who found that expulsion

does not contribute significantly to desalination.

The small size of the brine inclusions allows them to adapt very rapidly to changes

in temperature and brine salinity. A brine inclusion of size δ will adapt in a time t ∼

c©2013 American Geophysical Union. All Rights Reserved.
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δ2/Db where Db is the diffusivity of salt in the brine. Typical values for sea ice are

δ ∼ 10−4 − 10−3m and Db ∼ 10−9m2s−1 so that thermdynamic equilibrium is achieved

after 10s to 103s, a timescale much smaller than the timescale of diurnal variation found

in sea ice [Feltham et al., 2006]. The ice and brine are assumed to be in thermodynamic

equilibrium, resulting in the temperature always being at the liquidus temperature of the

brine,

T = TL(Sbr). (8)

This thermodynamic equilibrium is achieved physically by an appropriate amount of phase

change occurring between ice and liquid water as the temperature or brine salinity change.

It is common practice to use a linear liquidus relation for sea water, such as TL = −0.054Sbr

currently used in CICE. This gives good results at near-freezing temperatures but overes-

timates the equilibrium brine salinity at lower temperatures by > 50% at −20◦C. Instead,

we use the piecewise linear relation of Assur [1958], which reduces errors to < 20% at

these lower temperatures (see appendix A for details).

For calculating the vertical thermodynamics we separate the calculation of temperature

and salinity evolution from that of the thickness. First, the temperature and salinity are

evolved while the thickness is kept fixed. Then, using the updated temperatures and salin-

ities, growth and melting of the upper ice surface and base are calculated. We discretize

the heat and salt conservation equations using a finite volume formulation that conserves

energy and salt content. We use an upwind scheme to discretize advection operators. The

discretized layer thickness is fixed while solving the heat and salt conservation equations

and is constant throughout the ice column. The calculation of growth and melting leaves

the layers with uneven thicknesses, which are adjusted after this calculation in a con-

c©2013 American Geophysical Union. All Rights Reserved.
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serving manner to return them to even thicknesses. The enthalpy and salinity equations

form a set of nonlinear coupled equations, solved implicitly using a Jacobian Free Newton

Krylov (JFNK) method [Knoll and Keyes , 2004]. We precondition the JFNK solver with

the Jacobian of the system calculated with salinity variations set to zero and the thermal

conductivity constant at the previous time step value.

3.1. Rapid drainage mode

Since this mode of drainage appears to occur when the Rayleigh number is above a

critical value, we base our parameterization on a mush Rayleigh number formulation.

Convection in mushy layers is believed to proceed by an upward flow of brine through

the mush and a downward flow of brine though channels empty of ice crystals (termed

chimneys in the mushy layer literature) which are much larger than the macroscopic brine

inclusions in the mush (see figure 3a). When convection in the mush first develops, the

downward flow of brine is through mush, but being advected from higher in the ice, this

brine is salty and tends to dissolve the ice crystal matrix to form channels [Worster , 1991].

In our parameterization the mush and channel are each horizontally averaged, leaving

a purely upward flow in the mush, a purely downward flow in the channel and a purely

horizontal flow connecting the mush to the channel. The horizontal size of the channel is

much smaller than that of the mush (and has correspondingly higher brine velocities) and

thus accounts for a much smaller fraction of the bulk sea-ice volume than the mush. In

calculating changes in the bulk salinity of sea ice we therefore neglect the contribution of

salt in the channels since their relative volume is so low (see figure 3b), and brine entering

the channel from the mush is assumed to instantaneously flow to the ocean. Under these

c©2013 American Geophysical Union. All Rights Reserved.
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assumptions, the channels are not included in the mush, which is governed by the thermal

equilibrium assumption of mushy layer theory.

With these assumptions the change in the bulk salinity of the sea ice, due to gravity

drainage, is caused by the upward advection of brine in the sea ice, so that

∂S

∂t
= −vz

∂Sbr

∂z
. (9)

The velocity, vz, in the mush is a Darcy velocity, which is an average of the vertical

velocity in the brine inclusions over the local porous structure. The upward flow of brine

also causes a transport of brine enthalpy, so an equivalent equation to equation 9 is applied

as an advective term in the heat equation (3), i.e.

∂q

∂t

∣∣∣∣∣
advection

= −vz
∂qbr
∂z

(10)

Here q is the enthalpy of the mush while qbr is the enthalpy of the brine. The param-

eterization is completed by specifying vz. P. Griewank and D. Notz have developed a

similar parameterization for gravity drainage based on a mush Rayleigh number whose

flow strength is derived from the work of Wells et al. [2010] (personal communication).

We base our derivation of vz on a “local” Rayleigh number. As originally derived, the

Rayleigh number provides an indication of whether the form of heat transfer within the

mush is conductive or convective. A local Rayleigh number can also be used which de-

scribes the tendency of a layer within the mush to undergo convection [Notz and Worster ,

2008]. The local Rayleigh number is defined as in equation 1, but Δρ is the density differ-

ence between the layer in question and the ocean, Π is the minimum mush permeability

at or beneath the layer and rather than using the total mush thickness, h, for the length

scale, the distance from the individual layer to the ocean, l, is used. The local mush

c©2013 American Geophysical Union. All Rights Reserved.
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Rayleigh number goes to zero as the interface is approached, since Ra is proportional to

l. This does not mean that subcritical layers between the layer and the ocean prevent a

layer above from convecting (there will always be such subcritical layers). Convection is a

non-local phenomenon and flow can occur at a place with a subcritical density difference

if it is driven by a super-critical density difference elsewhere in the ice. Consequently,

a layer with a super-critical Rayleigh number will drive a convective flow in all layers

between it and the ocean.

To accommodate this non-local nature of the convection, for each layer we calculate an

individual vertical flow, ṽ, from the ice base to that layer based on the local Rayleigh

number of that layer. For the layer in question ṽ represents a flow rate, driven by con-

ditions at that layer, that occurs in all layers between that layer and the ocean. A layer

near the bottom of the ice will have multiple flow velocities due to conditions in layers

higher in the ice. This represents the non-local nature of convection, described in the

preceding paragraph, where layers high in the ice can drive a convective flow in layers

below them. Once these individual flow rates are calculated they must be combined to

form the total flow rate, vz. We choose the flow rate of a layer to be the largest of the

flow rates calculated for layers above it and its own flow rate:

vz(k) = max
j=k,n

(ṽ(j)) (11)

where j = 1 is the lowest layer and j = n is the uppermost layer. In the next two sections

we introduce two separate fast-mode brine drainage parameterizations that calculate the

individual flow rates, ṽ, for the ice layers. The first one, without considering channels,

produces unrealistically large vz, thus leading us to the second parameterization, with

c©2013 American Geophysical Union. All Rights Reserved.
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channels. In what follows l is the distance from the ocean to the top of the layer for which

ṽ is being calculated for.

A Rayleigh number formulation for the mush without channels. The Rayleigh number

can be thought of as a ratio of the timescale for the convection of heat, τconv, and the

timescale for the conduction of heat, τcond:

Ra =
τcond
τconv

. (12)

For a timescale of conduction much smaller than that of convection (small Rayleigh num-

ber), conduction will dominate and convection will not occur. For a timescale of conduc-

tion greater than that of convection (large Rayleigh number), convection will dominate

conduction. The timescale of conduction for a given length scale l is given by τcond = l2/κ,

whereas that for convection to given by τconv = l/vconv where vconv is some characteristic

flow speed of convection in the absence of conduction (ṽ is the convective speed when

conduction is present). Applying these timescales in equation 12, we have

vconv =
κRa

l
. (13)

We can use equation 13 to derive an approximate formula for the actual velocity when

conduction is also present, ṽ. At a critical Rayleigh number Rac the actual velocity be-

comes zero while at very high Rayleigh numbers we expect conduction to be unimportant

and the actual velocity, ṽ, to be close to vconv. A simple relation with these limits is

ṽ(z) � vconv

(
Ra(z)−Rac

Ra(z)

)
(14)

or using equation 13

ṽ(z) � κ

(
Ra(z)−Rac

l

)
(15)

c©2013 American Geophysical Union. All Rights Reserved.
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where l is the distance to the layer at z from the ocean. Wells et al. [2010] found a linear

relationship between flux and Rayleigh number, while for a non-reactive porous media

Nield and Bejan [2006] show convective flux proportional to Ra0.5.

This equation has no free parameters but tends to produce a very rapid drainage velocity,

because the flow in the channel is neglected. To see this, consider the energy dissipation

per unit volume in the mush from viscous forces, given by ε0 = (ηṽ2)/Π [Phillips , 1991],

and the energy dissipation per unit length of a circular-cross-section channel of radius a

with Poiseuille flow, Φ = 8ηQ2/πa4, where Q is the flow rate in the channel [Batchelor ,

1967]. By conservation of volume, the flow rising in the mush must be balanced by the

downward flow in the channel such that ṽΔx2 = Q, where the mush has been assumed to

be a square column of base width Δx. The energy dissipated per unit height of mush is

then

Emush =
ηṽ2Δx2

Π
(16)

while energy dissipation per unit height of channel is

Echannel =
8ηṽ2Δx4

πa4
. (17)

The ratio of dissipation per unit depth in the channel versus the mush is, therefore,

R =
Echannel

Emush

=
8Δx2Π

πa4
. (18)

Taking Π ∼ 3 × 10−8m2, a ∼ 0.5mm and Δx ∼ 1cm the ratio becomes R ∼ 120. Thus

dissipation of energy in the channel is much larger than in the mush and cannot be

neglected. Without it, the total dissipation is under-predicted when compared to the

release of gravitational energy, and the velocity over-predicted.

c©2013 American Geophysical Union. All Rights Reserved.
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A new formulation including the channels. We now present a more rigorous method for

determining the vertical velocity in the mush, in which the flow is considered in the down-

flowing channel as well as in the mush. Figure 3c shows the model setup. Brine is assumed

to flow upward through a thickness l of mush and then down a channel of diameter 2a

with no horizontal connection between them except at the ends. This represents the flow

generated by a single layer in the ice, with the top of that layer being a distance l above

the ice/ocean interface. The calculation is repeated for all layers and integrated to form

the final flow used for the upwards advection in the mush.

We assume that the resistance to the flow occurs in the vertical direction in the mush

and the channel, and therefore the pressure difference between the top of the layer and

the bottom of the mush must be the same as that in the channel. We assume, because the

channel is so much larger than the brine inclusions in the mush and the salt diffusivity

so low, that brine entering the channel remains unmodified in salinity as it travels out of

the ice to the ocean. Hence, the salinity of brine in the channel associated with layer l

is constant and equal to the value at the top of the height l of mush (this corresponds

to the average of the salinities of the top layer in the height l of mush and the layer

above). Thus the average density in the channel is higher than that in the mush, and

it is this density difference that drives a circulating flow. In particular, the difference

in hydrostatic pressure through the mush is ΔPm
h = −g

∫ l
0 ρmdz. In the channel, it is

ΔP p
h = −g

∫ l
0 ρpdz = −gρpl, so |ΔP p

h | > |ΔPm
h |. The actual pressure difference (which

is the same across the length of the channel and the mush) lies between ΔPm
h and ΔP p

h .

Thus in the mush the magnitude of the actual pressure difference is greater than the

magnitude of the hydrostatic pressure difference leading to an upward flow in the mush,
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whereas in the channel the magnitude of the pressure difference is less than the magnitude

of the hydrostatic pressure difference in the channel leading to a downward flow there.

The channels initially form by dissolution of the ice matrix by the downward moving brine

(not by melting because the downward flow is cold but salty). As an approximation, we

assume that to first order after the channels are formed, the brine flows within them

rapidly enough that its salinity is not altered via non-equilibrium effects. In reality the

brine channels will to some extent refreeze and remelt after their formation as was observed

by Niedrauer and Martin [1979].

We first derive the vertical flow, excluding the effect of thermal conduction, v, in the

mush to height l driven by a pressure difference ΔP across l. We then modify this flow

to obtain ṽ, the flow with the effect of thermal conduction considered. The mush is

assumed to have n layers, each with different permeabilities, Π(k), and brine densities,

ρ(k). Conservation of flow means v is the same in each layer so, from Darcy’s equation,

in each layer

v =
Π(k)

η

(
−ΔP (k)

Δz
− ρ(k)g

)
(19)

where ΔP (k) is the pressure difference across the layer, which has thickness Δz. Rear-

ranging,

ΔP (k) = −vηΔz

Π(k)
− ρ(k)gΔz. (20)

We can add the individual layer pressure differences to get an expression for the pressure

difference across the mush thickness l:

ΔP =
n∑

k=1

ΔP (k) (21)

ΔP = −vηΔz
n∑

k=1

1

Π(k)
− gΔz

n∑
k=1

ρ(k). (22)

c©2013 American Geophysical Union. All Rights Reserved.



A
cc

ep
te

d 
A

rti
cl

e
Thus, in terms of the pressure difference across the mush, the velocity, v, is given by

v =
n

η
∑n

k=1
1

Π(k)

(
−ΔP

l
− g

n

n∑
k=1

ρ(k)

)
(23)

where l = nΔz.

Defining two variables, Am and Bm, this can be more compactly written as

vΔx2 = Am

(
−ΔP

l
+Bm

)
(24)

where

Am =
Δx2

η

n∑n
k=1

1
Π(k)

, (25)

Bm = − g

n

n∑
k=1

ρ(k). (26)

The channel has a circular cross section with radius a. We assume the flow in the

channel is laminar, dominated by viscous forces, and is described by Poiseuille flow. The

flow rate in the channel is given by [Batchelor , 1967]

Q =
πa4

8η

(
−ΔP

l
− ρpg

)
(27)

where ρp is the density of brine in the channel and ΔP is, as assumed earlier, the same

pressure difference as that across the mush. This can also be more compactly written as

Q = Ap

(
−ΔP

l
+Bp

)
(28)

with

Ap =
πa4

8η
, (29)

Bp = −ρpg. (30)

Brine rises in the mush with Darcy velocity v and then sinks in the channel with flow

rate Q. We assume the mush has a square horizontal cross section with side Δx � a. By
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conservation of flow vΔx2 = −Q. Equating equations 24 and 28, we have

ΔP

l
=

ApBp + AmBm

Am + Ap

. (31)

The mush velocity can be calculated with equation 24, or equivalently with equation 28.

This velocity must then be moderated by the Rayleigh number so that flow only occurs

when the Rayleigh number is above some critical value. We choose

ṽ(z) = v

(
Ra(z)−Rac

Ra(z)

)
(32)

where Rac is the critical Rayleigh number.

This rapid drainage mode parameterization has three tunable parameters, all with phys-

ical meaning. We take the diameter of the channel to be 1mm, so a = 0.5mm. We assume

that Δx is proportional to the thickness l of the column so that Δx = 2βl. We take β = 1,

a value that gives a square aspect ratio for the convective flow in the mush, which is an

aspect ratio often approximately found in convective flows [Worster , 1992b]. We take Rac

to be 10, an approximate value suggested by Notz and Worster [2008]. In reality not all

of these parameters are independent; for example the actual size of convection cells will

depend on Rac. A deeper treatment would not be tractable in global climate models at

the present time and is beyond the scope of this study.

3.2. Slow drainage mode

The slow drainage mode is more difficult to interpret physically. The drainage rate is

not a strong function of permeability (figures 1c and 2c) and drainage occurs at low values

of the Rayleigh number (figures 1d and 2d). This suggests the flow is not associated with

mush Rayleigh convection. One possibility is that both upwards and downwards flow of

brine occurs in channels during this mode of drainage. In this scenario draining brine
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would flow from the interior of the mush to nearby pre-existing channels, possibly partly

driven by brine expulsion. Niedrauer and Martin [1979] observed strong convection in a

thin layer at the ice/ocean interface, while bidirectional flow of brine in channels drained

the deeper ice interior. The slanting drainage channels were observed to migrate horizon-

tally through the ice due to temperature and salinity gradients within the bidirectional

flow, potentially draining a larger area of ice interior than would static channels. Both

an upward and downward flow of brine was also observed in brine channels by Eide and

Martin [1975], and the flow was oscillatory. Within our model the rapid desalination

mode represents the convection seen near the ice/ocean interface by Niedrauer and Mar-

tin [1979] while the bi-directional brine flow is represented by the slow drainage mode.

In the absence of a theoretical understanding of this slow drainage process we choose to

parameterize it via a source term in the salinity conservation equation.

For salinities less than 20 ppt, the bulk salinity versus time profiles can be reasonably

well fitted with exponential decay curves. We choose to parameterize this slow drainage

with a simple relaxation of the bulk salinity to some low limiting value, similarly to

Vancoppenolle et al. [2009a]:

∂S(z)

∂t

∣∣∣∣∣
slow

= −λ(S(z)− Sc). (33)

We model the decay constant, λ, as

λ = ω max
(
Tbot − Tsfc

h
, 0

)
(34)

where ω is a tuning parameter for strength of drainage, Tbot is the bottom interface

temperature, Tsfc is the upper surface temperature and h is the ice thickness. This

formulation only allows drainage if there is an unstable temperature gradient across the

c©2013 American Geophysical Union. All Rights Reserved.



A
cc

ep
te

d 
A

rti
cl

e
ice. The bulk salinity relaxes to a value of Sc(z) given by

Sc(z) = φcSbr(z), (35)

where φc is a critical porosity at which the ice becomes permeable. We use a value of

0.025 here to fit the low final salinities found in the observations. In other simulations a

more canonical value of 0.5 [Golden et al., 2007] might be more appropriate.

Conceptually we can think of this process as sea water rising up a channel to a given layer

and replacing brine in the mush, which flows out to the ocean down the same channel. We

assume that, because of the low diffusivity of salt, brine can flow with unmodified salinity

in the relatively wide channels. The vertical flow strength of brine in the channels averaged

horizontally over all the ice, |v|, corresponding to the above drainage parameterization is

given by

∂S(z)

∂t

∣∣∣∣∣
slow

= |v|(Socn − Sbr(z))

Δz
. (36)

There is both an upward flow and downward flow of strength |v|. This flow occurs from

the layer in question to the ocean and passes through all the intermediate layers in the

ice. Similar flows are generated by each layer undergoing drainage and must be integrated

to obtain the total flow. |v| can be calculated from equation 36 using the drainage rate

from equation 33.

In addition to moving salt, these flows transport heat around the sea ice and must be

taken into account in the heat conservation equation (equation 3). While the low salt

diffusivity allows brine in the channel to travel without changes in its salinity, the thermal

diffusivity in the brine is much larger. Therefore, we assume that the temperature of the

brine adapts rapidly to the local temperature of the mush as it moves vertically. The

c©2013 American Geophysical Union. All Rights Reserved.



A
cc

ep
te

d 
A

rti
cl

e
brine in the channels will therefore have the brine enthalpy, qbr, of the local temperature.

Layers in the ice beneath the layer in question will experience a flow of brine from above,

v↓, and an identical flow of brine from below, v↑, where |v| = |v↓| = |v↑|. |v| is given by

equation 36. Then the change in incremental time Δt of the energy content of that layer

will be

ΔE = ΔzΔq = |v↑|Δt(qbr(k − 1)− qbr(k))

+ |v↓|Δt(qbr(k + 1)− qbr(k)) (37)

where the first term on the right hand side corresponds to the effect of flow from the layer

beneath and the second term on the right hand side corresponds to the effect of flow from

the layer above. Thus the change in enthalpy of that layer is

Δq

Δt
= |v|Δz

(qbr(k + 1)− 2qbr(k) + qbr(k − 1))

Δz2
(38)

which is just a discretized version of the heat diffusion equation

∂q

∂t
= K

∂2T

∂z2
(39)

with the conductivity given by

K = Δz2ρbrcbr
∂S

∂t

∣∣∣∣∣
slow

1

Socn − Sbr

. (40)

Thus the thermal effect of the slow drainage is an extra heat diffusion term. The effect of

the drainage of all the layers can be integrated and added to the heat equation (equation

3). The effect is found to be much smaller than regular thermal conductivity (< 1%).

4. Simulation Results

We use the numerical scheme described in section 3 with the two gravity-drainage

parameterizations described in sections 3.1 and 3.2 to simulate the experiment of Notz
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[2005] and the fieldwork of Notz and Worster [2008]. We solve conservation equations for

enthalpy and bulk salinity simultaneously using an implicit Newton method. We assume

both gravity-drainage processes are available all the time, often acting simultaneously,

but when the rapid drainage ends, the slow drainage continues.

4.1. Laboratory experiment

We simulate the gravity-drainage tank experiment of Notz [2005], performing experi-

ments with 100, 10 and 4 vertical layers and an initial ice thickness of 1cm. 100 layers

resolves the vertical gradients well, while 10 layers is more likely to be feasible in climate

simulations. Currently, CICE uses 4 layers. For simulations with 100 layers we use a

timestep of 90 seconds, while for simulations with ten or four layers we use a timestep of

900 seconds. The initial bulk salinity of the ice is set to 34 ppt, the initial tank salinity

during the experiment. The initial temperature profile in the ice is linear in the model

with the upper surface temperature fixed at −10◦C for the duration of the experiment

and the base temperature at the freezing temperature of the initial tank salinity using

equation A5. Since we lack a model of the heat flow in the water near the ice in this test,

we set the heat flow from water to the ice to zero and fix the ice/ocean interface solid

fraction (1− φi in equation A9) to 0.15. This value reproduces the observed ice thickness

growth rate.

Figure 4 shows the bulk salinity at various depths versus time as measured by the

wire pair instrument in Notz [2005]. Also plotted are the 100-layer model results, which

have been interpolated to the constant depths of the instrument wire pairs to allow a

comparison. The model does a good job of reproducing the experimental results. Two

modes of drainage are clearly visible in the model results and the general shape of the
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curves is similar. As described in section 2, the two instrument depths nearest the upper

surface in the data exhibit curious behavior that is not fully understood and not present in

the model. Figure 5a shows a plot of modeled bulk salinity versus observed bulk salinity.

The reasonable fit of the model to the experimental data is evident in this figure.

Figure 6 presents a different view of the model results. Evident in this plot is that the

rapid drainage mode occurs in a thin region just above the ice/ocean interface while the

slow drainage occurs throughout the ice. The model also reproduces a weak ‘C’ shaped

profile at early times with increased salinity near the surface. The problems with the

top two sensors prevent an evaluation of this aspect of the model. Bulk salinity profiles

at 4, 12, 24, 36, and 48 hours for both the experiment and the model are presented in

figure 7, with reasonable agreement between model and experiment. The first panel shows

the experimental results. The second panel shows the model results using 100 layers in

the vertical, interpolated to the same depths as the experiment instrument. The third

and fourth panels show the model output with 10 layers and 4 layers, respectively, more

typical of that used in global climate models. Because of the low resolution, the models

with 10 layers and 4 layers do not have a thin enough early drainage region next to the

ice/ocean interface, as expected.

4.2. Fieldwork

We simulate the fieldwork of Notz and Worster [2008] performing experiments with 100,

10 and 4 layers in the vertical and an initial ice thickness of 1cm. As in section 4.1, for

simulations with 100 layers we use a timestep of 90 seconds, while for simulations with ten

or four layers we use a timestep of 900 seconds. We assume the ice is initially composed

of frazil ice, which would be expected for ice formation in open water in the Arctic and
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requires process parameterizations beyond the scope of this study. We assume this frazil

layer is well mixed (isothermal) and has a constant initial liquid fraction. Smedsrud and

Skogseth [2006] and Naumann et al. [2012] found initial liquid fractions of around 0.75 for

newly formed grease ice. Naumann et al. [2012] also found initial bulk salinities about

3 ppt less than the ocean salinity. We use these values for our initial liquid fraction

and bulk salinity. This implies that the brine salinity is higher than the ocean salinity,

contrary to what was assumed by Smedsrud and Skogseth [2006] where they were assumed

equal. Naumann et al. [2012], however, using different methods found some evidence for a

difference of 7 ppt, while Maus and De La Rosa [2012] found little observational evidence

for a difference greater than 2 ppt in grease ice. Clearly further work is required on this

frazil ice initial condition. The initial temperature is taken as the freezing temperature of

the interstitial brine.

We set the ocean salinity to 35 ppt. No measurements of ocean salinity were recorded,

but a value of approximately 35 ppt is obtained from the maximum bulk salinities mea-

sured by the wire pair instrument, which cannot directly measure ocean salinity. The

ocean temperature we take as the temporal average of the temperature recorded by the

deepest wire pair on the instrument during the first 40 hours of each fieldwork period.

This wire pair was below the ice/ocean interface during that period. The transfer of heat

to the ice/ocean interface from the ocean is calculated from the difference in ocean and

ice bottom temperature using the bulk transfer formula used by CICE:

Fbot = −chcocnρocnu∗(Tocn − Tbot), (41)

where Fbot is the heat transfer from the ocean, ch = 0.006 is a heat transfer coefficient, cocn

is the ocean heat capacity, ρocn is the ocean density, Tocn is the sea surface temperature
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and Tbot is the ice bottom temperature (taken as the freezing temperature of the sea

water). u∗ is the friction velocity, set here to a constant value of 0.005 m/s used in CICE,

since no ocean velocity measurements were available from the fieldwork site [Maykut and

McPhee, 1995]. We find an ice/ocean interface solid fraction of 0.15 (the same value as

that from section 4.1) reproduces the observed ice growth rate (see figure 10f).

Air temperature, relative humidity and wind speed at a height of 4m were recorded

by a weather station 4km away from the field site. These are used in the bulk transfer

formula used in CICE to calculate the upper surface fluxes. Downwelling longwave and

shortwave radiation is calculated as in Hunke and Holland [2007] using ERA-interim data

for total cloudiness [Dee et al., 2011], interpolated to the geographical coordinates of

Adventfjorden. We assume zero snowfall since little was observed at the fieldwork site.

Figure 8 compares the modeled and observed results. Temporal evolution of tempera-

ture and bulk salinity at each of the instrumental depths is displayed. The temperature

fields are reasonably reproduced, although the model results tend to have lower tempera-

tures than observed, which may be due to inaccuracies in the downwelling longwave and

shortwave fluxes. A comparison with the original CICE thermodynamics [Bitz and Lip-

scomb, 1999], which uses a prescribed and time independent salinity profile, show similar

growth rates and ice temperatures. Currently the Bitz and Lipscomb [1999] thermody-

namic module requires around half the time to complete this simulation than does the new

module, which has not yet undergone rigorous optimization for computational efficiency.

The general characteristics of the bulk salinity data are also well reproduced, illustrated

in figure 9. Note that because of a saturation of the measurement electronics used for

the field experiments, the salinity measurements become increasingly uncertain for very
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low bulk salinity values. This is because the instrument electronics have been designed

to measure impedances of a certain magnitude and impedances much higher or much

lower than this range are always seen as the largest (or smallest) impedance for which the

electronics were designed. The agreement between measurements and model results are

usually within the measurement uncertainty which is estimated to be up to 5 ppt. Figure

5b shows a plot of modeled bulk salinity versus observed bulk salinity. The reasonable

agreement between observed and modeled bulk salinity is apparent. One issue with the

model results is the lack of increased salinity near the ice surface typical of ‘C’ shaped

profiles, although the fieldwork data also seems to lack such a feature.

Next we test the sensitivity of the model to changes in the tunable parameters in the

two gravity-drainage parameterizations. In figure 10a the effect on the rapid drainage

by variations in the channel diameter is explored. Only the effects of the rapid drainage

are modeled. As the diameter of the channel is increased the amount of brine drainage

increases until a limiting value of the diameter is reached. Increasing the diameter further

does not increase the drainage because it is limited by the Rayleigh number which becomes

subcritical for bulk salinities less than ∼ 20 ppt. Figure 10b and c show the sensitivity of

the model results to the critical Rayleigh number, Rac, and the aspect ratio, β respectively.

More desalination occurs for smaller values of both these parameters, although the amount

of desalination that occurs saturates for values of the aspect ration greater than around

one.

In figure 10d we explore the effect on the slow drainage of changing the drainage

strength. Unsurprisingly, as the strength parameter, ω, is increased, more drainage occurs

until at high values the ice drains very rapidly to ∼ 3 ppt. Figure 10e shows that lower
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final bulk salinities are achieved by using a smaller value of the slow drainage cutoff liquid

fraction, φc.

The final tunable parameter in the model is the ice-ocean interface liquid fraction,

φi, which controls the rate at which new congelation ice grows at the base of the ice.

Increasing φi increases the rate of ice growth, as can be seen in figure 10f, since less pure

ice crystal needs to be formed for a given thickness of new mush.

5. Discussion and Conclusions

The wire harp instrument described in Notz [2005], whose data we use here, affords a

unique ability to explore time resolved drainage of forming sea ice. The time resolved

nature of this data reveals two distinct modes of drainage: rapid drainage in a narrow

region at the base of the ice and slow drainage occurring more deeply in the ice. In this

paper we present a prognostic salinity parameterization suitable for inclusion in a global

climate model, that reproduces both drainage modes apparent in the observed data. The

rapid mode of drainage is modeled with an advective operator assuming upflow in mush

and downflow through evacuated channels. The slow drainage is modeled with a simple

relaxation of the bulk salinity.

The rapid drainage parameterization presented here is based on an advective operator,

unlike other gravity-drainage formulations which have generally used a diffusive param-

eterization. This more closely models the physical reality of gravity drainage which is

thought to consist of an upward Darcy flow in the mush and downward flow through

narrow channel features. Diffusion implies mixing of downward and upward flows at each

level, something that is not thought to happen in gravity drainage. Our parameterization

considers explicitly the pressure differences in the mush and channels that drive the flow
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and has only a few tunable parameters, all of which have physical meaning and whose

value is approximately known.

The rapid drainage parameterization also treats convection as a non-local phenomenon:

values for the vertical flow velocity are calculated for an extended column in the ice.

This is desirable since convection is non-local. The “local” Rayleigh number gives a

measure of the strength of convection between a level in the ice and the ocean including

all the intervening layers. Within a region of mush undergoing convection there may be

parts experiencing flow while having a sub-critical Rayleigh number. This is achieved

when another region higher in the mush has a super critical Rayleigh number and drives

the flow through a sub-critical part of the mush. The Rayleigh number goes to zero

as the interface is approached from above since the Rayleigh number is proportional to

the distance from the interface. Thus any parameterization that requires super-critical

mush between a region interior to the ice and the ice/ocean interface will never have any

gravity drainage. The parameterization of Vancoppenolle et al. [2010] would suffer from

this problem in the limit of very fine resolution.

The observations show that the slow drainage rate is only weakly a function of mush

permeability and there is no apparent Rayleigh number cutoff. This mode of drainage

is reasonably well fitted by a relaxation in bulk salinity and we model it as such. This

is what was done by Vancoppenolle et al. [2009a] for all of their gravity drainage but we

use a much shorter decay lifetime. Improved metrology in future tank experiments and

fieldwork studies of gravity drainage would help to identify the physical mechanism behind

this slow drainage. Specifically, spatially resolved measurements of brine velocity would

be helpful since this would determine whether bi-directional flow in channels, as observed
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by Eide and Martin [1975] and Niedrauer and Martin [1979], is a significant process in

the drainage process.

The model results lack a strong ‘C’ shaped profile with increased salinity at the surface.

This may be a problem with the parameterizations or that the conditions simulated did

not result in a ‘C’ shaped profile in reality - the fieldwork data do not show a ‘C’ shaped

profile. Other data, such as that in Weeks and Ackley [1986], show such a ‘C’ shaped

profile and future work will investigate whether this parameterization can reproduce these

profiles.

Drainage halts for both slow and rapid drainage modes once the ice becomes imper-

meable. For rapid drainage this occurs because the Rayleigh number becomes zero as

the permeability goes to zero, and because the mush permeability is explicitly used to

calculate the vertical flows. For slow drainage the ice only drains until a critical porosity

for impermeability, found by Golden et al. [2007], is reached.

In summary, the current release of the LANL sea-ice model, CICE (version 4.1), has

a prescribed salinity profile for the ice and does not model the processes by which the

salinity of the ice can vary. A better representation of the sea-ice hydrology is vital for

modeling the ecosystem of high latitude seas, since, for example, organisms in the ice

can seed oceanic plankton blooms after summer ice retreat [Hunke et al., 2011]. Brine

drainage also has an effect on the physical properties of the ocean: in particular the fast

drainage mode could enhance deep vertical convection, while the slow drainage mode

could gradually increase mixed layer salinity, eroding the halocline.

Following mushy-layer theory, we have implemented and tested a new thermodynamic

component for CICE featuring two-mode gravity drainage. Only the rapid drainage is
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controlled by the mush Rayleigh number. The new parameterization reproduces the labo-

ratory and field experiments of Notz [2005] and Notz and Worster [2008] and demonstrates

that while slow drainage occurs throughout the ice column, rapid drainage primarily af-

fects salinities near the freezing interface. In fact, the slow drainage functions at all times

in the model, but is overwhelmed by the magnitude of the rapid drainage. The model

results are also reasonably insensitive to the number of vertical layers used, making the

model practical for use in a global climate model. Microscale observations are essential for

the further validation of this and other realistic brine drainage models; such observations

are so far only sparsely available.

We do not attempt to model all processes active during the sea-ice annual cycle in

this paper, instead focusing on the one process that has proven most difficult to capture,

gravity drainage. Other processes such as flushing, flooding and snow-ice formation are

available in the new thermodynamics module and will be assessed in later publications

that include fully three-dimensional, global, hindcast simulations of sea ice. Here we

demonstrate that mushy-layer theory provides a suitable modeling framework for sea-ice

thermodynamics, including complex desalination processes, for large-scale sea-ice models.

Appendix A: Mushy-Layer Model

A1. Mushy-layer relations

The mush enthalpy, q, is related to the temperature, T , and the brine volume, φ, by

q = φqbr +(1− φ)qi

= φρbrcbrT +(1− φ)(ρiciT − ρiL) (A1)
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where qbr is the brine enthalpy, qi is the ice enthalpy, ρi and ci are the density and heat

capacity of the ice, ρbr and cbr are the density and heat capacity of the brine and L is the

latent heat of melting of the ice. Values used for physical properties are given in table 1.

Likewise, following equation 5 the conductivity of the mush is given by

K = φKbr + (1− φ)Ki (A2)

where Ki is the conductivity of the ice and Kbr is the conductivity of the brine. The

thermal conductivity of brine is a function of temperature and salinity, but here we take

it as a constant value equal to the value found at −10◦C [Siedler and Peters , 1986], the

middle of the temperature range experienced by sea ice. To calculate this conductivity

the salinity of the brine is taken to be the liquidus salinity at −10◦C.

Within the parameterizations of brine drainage the brine density is a function of brine

salinity [Notz , 2005]:

ρ(Sbr) = α1 + α2Sbr + α3S
2
br. (A3)

Outside the parameterizations of brine drainage the densities of brine and ice are fixed

at the values given in table 1. The units of salinity used in the model presented in

this paper are parts per thousand (ppt) whereas originally the data presented in Notz

[2005] and Notz and Worster [2008] use Practical Salinity Units (PSU). Since these two

units are practically identical at the salinities considered here [Eicken, 2003] we label the

observational data as ppt to avoid confusion.

A2. Liquidus relation

Assur [1958] fitted a piecewise linear relation to experimental data of Z (the ratio of

mass of salt (in g) to mass of pure water (in kg) in brine) to the melting temperature:

c©2013 American Geophysical Union. All Rights Reserved.
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Z = aT + b. Salinity is the mass of salt (in g) per mass of brine (in kg) so is related to Z

by

1

S
=

1

1000
+

1

Z
. (A4)

The data is well fitted with two linear regions,

Sbr =
(T + J1)

(T/1000 + L1)
l0 +

(T + J2)

(T/1000 + L2)
(1− l0) (A5)

where

l0 =

{
1 if T ≥ T0

0 if T < T0
(A6)

J1,2 =
b1,2
a1,2

(A7)

L1,2 =
(1 + b1,2/1000)

a1,2
. (A8)

Using this non-linear liquidus relation allows temperature to be calculated from enthalpy

by solving a quadratic equation rather than by a root finding algorithm, so maintains the

numerical efficiency of a less accurate linear liquidus relation. No adverse numerical effects

have been observed using this liquidus relation because of the discontinuity in gradient at

T0.

A3. Basal boundary condition

In traditional Stefan problems the ice growth rate is calculated by determining the

difference in heat flux on either side of the ice/ocean interface and equating this energy

difference to the latent heat of new ice formed. Thus,

(1− φi)Lρi
∂h

∂t
= K

∂T

∂z

∣∣∣∣∣
i

−Kw
∂T

∂z

∣∣∣∣∣
w

(A9)

where (1−φi) is the solid fraction of new ice formed and the right hand is the difference in

heat flux at the ice-ocean interface between the ice side and the ocean side of the interface.
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However, with mushy layers there is usually no discontinuity in solid fraction across the

interface, so (1−φi) is zero and equation A9 cannot be used explicitly. To circumvent this

problem we set the interface solid fraction to be a non-zero value (determined in sections

4.1 and 4.2 to be 0.15) that reproduces observations when the ocean temperature is near

its freezing point. The basal ice temperature is set to the liquidus temperature of the

ocean surface salinity.
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Figure 1. (a): Bulk salinity (ppt) versus time (hours) for the individual wire pairs in the

tank experiment of Notz [2005]. The data for each depth is offset so that 0 hours corresponds

to when the ice/ocean interface reaches that depth. (b): Drainage rate (ppt/hour) versus liquid

fraction for the tank experiment of Notz [2005]. Noise in the raw bulk salinity measurements

makes calculating the time derivative difficult. In calculating drainage rates here and later,

we first interpolate the data to a uniform time grid, then perform a running average over 7

adjacent points. (c): Drainage rate (ppt/hour) versus permeability (m2) for the experiment of

Notz [2005]. The individual lines are divided by a permeability value of 5× 10−9m2 into a rapid

drainage mode (in blue) and a slow drainage mode (in red). (d): Drainage rate (ppt/hour) versus

Rayleigh number for the experiment of Notz [2005]. Only the slow drainage mode (as shown by

the red lines in part (c)) is shown in (d). Data from the top two sensors are removed in panels

(a), (b) and (c).

c©2013 American Geophysical Union. All Rights Reserved.



A
cc

ep
te

d 
A

rti
cl

e

 0

 5

 10

 15

 20

 25

 30

 35

 40

 0  10  20  30  40  50

B
ul

k 
Sa

lin
ity

 (
pp

t)

Time (hours)

(a)
-10

-8

-6

-4

-2

 0

 2

 4

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
D

ra
in

ag
e 

R
at

e 
(p

pt
/h

ou
r)

Liquid Fraction

(b)

-10

-8

-6

-4

-2

 0

 2

 4

 1e-14  1e-13  1e-12  1e-11  1e-10  1e-09  1e-08

D
ra

in
ag

e 
R

at
e 

(p
pt

/h
ou

r)

Permeability (m2)

(c)
-6

-5

-4

-3

-2

-1

 0

 1

 0.01  0.1  1  10

D
ra

in
ag

e 
R

at
e 

(p
pt

/h
ou

r)

Rayleigh Number

(d)

Figure 2. As figure 1 but for the first field work period of Notz and Worster [2008]. (c) The

individual lines are divided by a permeability value of 5 × 10−10m2 into a rapid drainage mode

(in blue) and a slow drainage mode (in red).
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Figure 3. Schematics of the gravity-drainage parameterization. (a) Conceptualized flow

in the mush with up-flow in the mush and down-flow in a channel. (b) Parameterization grid

with horizontal averaging and channel neglected. vz(k) represents the vertical flow into layer k,

and vh(k) the horizontal component into the channel. The number of layers is fixed. (c) Flow

explicitly calculated in mush and channel.
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Figure 4. Bulk salinity (ppt) versus time (hours) for (a) the individual wire pairs in the tank

experiment of Notz [2005], and (b) the corresponding model simulation with 100 layers. Model

data is interpolated to the same depths as the wire pairs in the experiment.
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Figure 5. Modeled bulk salinities (ppt) versus observed bulk salinities (ppt) for (a) the

experiment of Notz [2005] and (b) the fieldwork of Notz and Worster [2008].
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simulation of the experiment of Notz [2005] with 100 layers. The bold line signifies 34 ppt, which

represents the ice base. Lines with missing labels are at 20, 25 and 30 ppt with salinity values

increasing downwards.
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Figure 7. Vertical profiles of bulk salinity (ppt) at 4, 12, 24, 36, and 48 hours. (a) Experimental

data of Notz [2005]. (b) Corresponding model simulation results (section 4.1) with 100 layers in

the vertical. The points show the model data interpolated to the same depths as the wire pairs

in the experiment. (c) Model simulation results with 10 layers in the vertical. No interpolation

is performed and grid cell values are presented. The lowest point in each profile represents the

ice/ocean interface position. (d) As in (c) but with 4 layers in the vertical.
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Figure 8. Temperature (◦C) versus time (hours) for (a) the individual wire pairs in the

fieldwork of Notz and Worster [2008], and (b) the corresponding model simulation with 100

layers. Bulk salinity (ppt) versus time (hours) for (c) the individual wire pairs in the fieldwork

of Notz and Worster [2008], and (d) the corresponding model simulation with 100 layers. Model

data is interpolated to the same depths as the wire pairs in the experiment.
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Figure 9. Vertical profiles of bulk salinity (ppt) at 6, 12, 24, 48, 72, 96 and 120 hours. (a)

Fieldwork data of Notz and Worster [2008]. (b) Model simulation results of section 4.2 with 100

layers in the vertical. The points show the model data interpolated to the same depths as the

wire pairs in the experiment. No measurements are displayed deeper than 17 cm in (a) and (b)

since this was the maximum depth of the instrument. (c) Model simulation results (section 4.2)

with 10 layers in the vertical. No interpolation is performed and grid cell values are presented.

(d) As in (c) but with 4 layers in the vertical.
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Figure 10. Sensitivity study of the adjustable parameters. Model results of bulk salinity (ppt)

versus time (hours) are shown for (a) to (e). Unless otherwise stated a = 0.5 mm, φc = 0.025,

Rac = 10 and ω = 1.5 × 10−7 m s−1 K−1. ω = 0 for (a), (b) and (c) so that only the rapid

mode of desalination is present. Both modes are present for (d), (e) and (f). (a) Model results for

changing the channel radius, a. (b) Model results for changing the critical Rayleigh number, Rac.

(c) Model results for changing the convection aspect ratio, β. (d) Model results for changing the

slow drainage strength, ω. Note the units of ω are m s−1 K−1. (e) Model results for changing the

slow drainage cutoff liquid fraction, φc. (f) Ice thickness (cm) versus time (hours) for varying

values of the ice-ocean interface liquid fraction, φi. Observations are shown in black.
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eTable 1. Physical parameter numerical values

Symbol Description Value Units
ρi Ice density 917a kg m−3

ρbr Brine densitya 1026c kg m−3

ci Ice heat capacity 2106c J kg−1 K−1

cbr Brine heat capacity 4218c J kg−1 K−1

L Latent heat of melting of ice 3.34× 106c J kg−1

Ki Heat conductivity of ice 2.3 W m−1 K−1

Kbr Heat conductivity of brine 0.5375 W m−1 K−1

T0 Liquidus break temperature -7.636 ◦C
a1 High temperature liquidus slope coefficient -18.48 g kg−1 K−1

a2 Low temperature liquidus slope coefficient -10.3085 g kg−1 K−1

b1 High temperature liquidus offset coefficient 0 g kg−1

b2 Low temperature liquidus offset coefficient 62.4 g kg−1

α1 Constant coefficient of brine densityb 1000.3 kg m−3

α2 Linear coefficient of brine densityb 0.78237 kg m−3 ppt−1

α3 Quadratic coefficient of brine densityb 2.8008× 10−4 kg m−3 ppt−2

φi ice-ocean interface liquid fraction 0.85d -
a Rapid drainage channel radius 0.5d mm
Rac Rapid drainage critical Rayleigh number 10d -
β Rapid drainage aspect ratio 1d -
ω Slow drainage strength parameter 1.5× 10−7d m s−1 K−1

φc Slow drainage cutoff liquid fraction 0.025d -
a For brine density other than in the gravity-drainage parameterizations.

b For brine density in the gravity-drainage parameterizations.

c Standard CICE value.

d Tunable parameter.
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